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Intfroduction




Recently Machine Learning and Data Mining fields are experiencing a
trend of dataset shift

ter-domain Knowledge is extracted and utilized to improve learning

NN -

bable of capturing effective



ilon is important for predicting behavior or type

>

Here for G1, Numerator = 30, Denominator = 100
Therefore, gConfidence(G1) = 0.3 and for G2, Numerator = 30,
Denominator = 60. Therefore, gConfidence(G2) = 0.5

gConfidence(G1) < gConfidence(G2)

Hence, G2 is more inherently correlated than G1
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Sample DB

Frequent Fragments
Discriminative score

) |supp(f,.DV)| -~ |supp(f,D7)|
where r*(f) = n =
) AR e ondr= () D |

score(f) = log







1 based feature selection




gDistance(Gy,Gy) =¥ . a; X cf;
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Weights

Activation

Weighted Sum Function

Layer Qutput]




Two Sefts of best-k features F7 and F~ are extracted from two source datasets D*

and D~ which constitutes a set of n-features {f1, {2, ..., fn} with highest correlated and
discriminative feature score is selected and a weight of 1 is assigned [where n <2*k]

Suppose in target domain, there are a few graphs G, for learning and several
unlabeled graph G; for testing.

Then NN based backpropagation algorithm is applied to adjust the weights of
class labels of the graphs G,.

every graph of the training




Graph classification, especially in the transfer learning domain, is one
of the most crucial topics in state-of-the-art machine learning research

For the first time we have proposed a correlation based graph
ion approach as well as a new diversity capturing measure,
' assification model

be used for






