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WHAT ARE WE AIMING AT? 

ÁA more ambitious view of AI: 
 
 
 
 
 
ÁA more pragmatic view of AI: 

 
 
 

 
ÁMachines need not be intelligent! 
ÁThey can do the òthingsó (tasks) without featuring intelligence.  
ÁOnce the task is solved, it is no longer an AI problem (òAI effectó) 
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"[Artificial Intelligence (AI) is] the science 

and engineering of making intelligent 

machines." ðJohn McCarthy (2007) 

"[AI is] the science of making machines do 

things that would require intelligence if done 

by [humans]." ðMarvin Minsky (1968). 



OUTLINE 

Á Why is measuring important for AI? 

Á PART I. Task-oriented evaluation 

Á Types of performance measurement in AI 

Á Human discrimination 

Á Problem benchmarks 

Á Peer confrontation 

Á PART II. Towards ability-based evaluation 

Á What is an ability? 

Á The anthropocentric approach: psychometrics 

Á The information-theoretic approach 

Á Universal psychometrics 

ÁConclusions 
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WHY IS MEASURING IMPORTANT? 

ÁWhy is measuring important for AI? 
ÁMeasuring and evaluation: at the roots of science and engineering. 

ÁDisciplines progress when they have objective evaluation tools to: 

ÁMeasure the elements and objects of study. 

ÁAssess the prototypes and artefacts which are being built. 

ÁAssess the discipline as a whole. 

ÁE.g., the usual comparison of AI with aeronautics (see, e.g., Russell and 

Norvig 2009).  

ÁAeronautics deals with the construction of flying devices. 

ÁMeasures: mass, speed, altitude, time, consumption, load, 
wingspan, etc.  

ÁòFlyingó can be defined and evaluated in terms of the above 
measures. 

ÁDifferent specialised devices can be developed by setting different 
requirements over these measures:  

ÁSupersonic aircrafts, ultra-light aircrafts, cargo aircrafts, ... 

 

 

 

 
A R T I F I C I A L  I N T E L L I G E N C E  E V A L U A T I O N 7 



PART I: 

TASK-ORIENTED 

EVALUATION 
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TASK-ORIENTED EVALUATION 

ÁSpecific (task-oriented) AI systems 
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TASK-ORIENTED EVALUATION 

ÁWhat instruments do we have today to evaluate all of them? 

Á Application-specific (task-oriented). 

ÁLinked to a notion of performance for the task (narrow AI). 

ÁIntelligence is not measured. 

ÁBest systems usually solve problems in a way that is different to 

the way humans solve the same problem. 

ÁSystems include a lot of built-in programming and knowledge for 

the task. 

ÁRelatively well-evaluated but with many different (ad-hoc) 

approaches. 
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TYPES OF PERFORMANCE MEASUREMENT IN AI 

ÁConsider: 

ÁA set of problems, tasks or exercises, M. 

ÁFor each exercise ǩÍM, we can get a measurement R(p, ǩ) of the 
performance of system p. 

ÁWe will use E[R(p, ǩ)] when the system, the problem or the 
measurement is non-deterministic and/or imperfect. 

 

ÁThree common types of aggregated performance metrics: 

ÁWorst-case performance: 

ÁǓmin(p, M) = minǩÍM E[R(p, ǩ)] 

ÁBest-case performance: 

ÁǓmax(p, M) = maxǩÍM E[R(p, ǩ)] 

ÁAverage-case performance:  

ÁǓ(p, M, p) = äǩÍM p(ǩ) · E[R(p, ǩ)] 

Áwhere p(ǩ) is a probability distribution on M. 
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TYPES OF PERFORMANCE MEASUREMENT IN AI 

ÁTypes of white-box (program inspection) assessment. 
ÁCorrect solvers: 

ÁPerformance is defined in terms of time and/or space resources. 

ÁClassical computational complexity theory. 

ÁSome AI problems have been analysed in this way. 

ÁHowever, it is unreasonable to expect correctness for many AI problems. 

ÁApproximate solvers: 

ÁThe error of the solution is added to the performance metric.  

ÁSome other things can be relaxed (e.g., Probably Approximately Correct). 

ÁGame playing and game theory: 

ÁSeveral things can be estimated (states, movements, payoff, equilibria). 

ÁSome games have been solved 

Ánoughts and crosses (strong), English draughts (weak, J. Schaeffer). 

ÁStrategies can be compared, optimal strategies can be determined. 
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As AI systems become more sophisticated, white-box assessment becomes 

more difficult, if not impossible (unpredictability of complex systems, like SW). 



TYPES OF PERFORMANCE MEASUREMENT IN AI 

ÁTypes of black-box (system behaviour) assessment. 
ÁHuman discrimination (observation, scrutiny and/or interview):  

ÁAssessment is made by and/or against humans. Usually informal. 

ÁCommon in psychology, ethology and comparative psychology.  

ÁNot usual in AI (except for the Turing Test and variants). 

ÁProblem benchmarks : 

ÁCollections or repositories (a set of problems M is set up). 

ÁCommon in AI: repositories, problem libraries, corpora, etc. 

ÁAlso usual in (comparative) psychology (e.g., cognitive tests). 

ÁProblem generators (a class of problems is derived with a generator). 

ÁThis actually defines M and p. 

ÁBetter characterisation of each problem (e.g., difficulty). 

ÁPeer confrontation (1-vs-1 or n-vs-n). 

ÁEvaluates performance in (multi-agent) games from a set of matches. 

ÁThe result is relative to the other participants. 

ÁSophisticated performance metrics (e.g., the  Elo system in chess). 
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HUMAN DISCRIMINATION 
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ÁTuring 1950: òComputing Machinery and Intelligenceó 

ÁA response to nine objections of machine 
intelligence. 

ÁThe òimitation gameó was introduced as a 
philosophical instrument to help in this 
response. 

ÁThe game has been (mis-)understood as an 
actual test, with the standard interpretation:  

ÁA machine (A), a human (B), and a human 
interrogator 

ÁMaterialisations: 

ÁLoebner Prize: held since 1991 

ÁUniversity of Reading 2014 event at the 
Royal Society. 

ÁSome interpretations of results stain the 
reputation of the Turing Test. 

 

 



HUMAN DISCRIMINATION 
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ÁIs the imitation game a valid test? 

ÁIt has many problems as an intelligence test: 

ÁIt is a test of humanity, relative to human characteristics. 

ÁIt is anthropocentric. 

ÁNeither gradual nor factorial.  

ÁNeeds human intervention (it canõt be automated). 

ÁIt takes too much time. 

ÁNot a sufficient condition. 

ÁNot a necessary condition. 

 

ÁTuring is not to be blamed! 

ÁNot actually conceived by Turing to be a practical test to 
measure intelligence up to and beyond human intelligence. 

ÁA great impact in the philosophy and understanding of machine 
intelligence, but a negative impact on its measurement. 

 



HUMAN DISCRIMINATION 

A R T I F I C I A L  I N T E L L I G E N C E  E V A L U A T I O N 16 

ÁEnhanced Turing Tests: 
ÁTotal Turing Tests, Visual Turing Tests, é:  

Áincluding sensory information, robotic interfaces, virtual 
worlds, etc. 

 

ÁSome other Turing Test variants are more useful. 
ÁChatterbot evaluation. 

ÁApplications: personal assistants, games, é 

ÁAvatar evaluation: 

ÁVideogames. 

ÁBots can fool opponents into thinking it is another human 
player 

ÁInteresting new notions: 

ÁBots have to be believable (Hingston 2012). 

ÁBots have to be enjoyable, fun, etc. 

 



HUMAN DISCRIMINATION 
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ÁExample: BotPrize (http://botprize.org/ ) 
ÁHeld on 2008, 2009, 2010, 2011, 2012, 2014 (Spain!) 

 

 

 

 

 

 

ÁRules: 

ÁUses the òDeathMatch game type for the First-Person Shooter, Unreal 
Tournament 2004ó. 

ÁThe bots donõt process the image but receive a description of it through 
textual messages in a language through the GameBots2004 interface 
(Pogamut). 

ÁChatting is disabled (itõs not a chatbot competition) 

ÁThe player that looks most òhumanó wins the game. 

ÁThere is a òjudging gunó. Bots also judge. 

ÁThe judges play, trying to play normally (a prize for the judges exists for those 
that are considered more òhumanó by other judges). 

http://botprize.org/
http://pogamut.cuni.cz/pogamut_files/latest/doc/gamebots/


HUMAN DISCRIMINATION 
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ÁExample: BotPrize. Improvements. 
ÁòBelievabilityó is said to be better assessed from a third-person 

perspective (judging recorded video of other players without 
playing) than a first-person perspective (Togelius et al 2012). 

ÁReason: human judges can concentrate on judging and not on 
not being killed or aiming at high scores. 

ÁThis third-person perspective is included in the 2014 
competition using a crowdsourcing platform: 

Á(Llargues-Asensio et al. 2014, Expert Systems with Applications) 

ÁIn the 2014 edition there are two judging systems: 

ÁFirst-Person Assessment (FPA): BotPrize in-game judging system. 

ÁThird-Person Assessment (TPA): crowdsourcing platform. 

ÁChallenges: richer (and more difficult) representation of the 
environment (such as a graphical processing as in the Arcade 
Learning Environment). 



PROBLEM BENCHMARKS 
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ÁM is a set of problems. 

ÁThe quality of these evaluations depend on M. 

ÁM is usually known before the evaluation. 

ÁOn occasions, the solutions are also known beforehand or can 

be inferred by humans. 

ÁMost systems actually embed what the researchers have learnt 

from the problem.  

 

 

 

ÁMuch worse if the selection of M is made by the researchers 

(e.g., selection of datasets from the UCI repository). 

 

These benchmarks actually evaluate the 

researchers, not their systems! 



PROBLEM BENCHMARKS 

A R T I F I C I A L  I N T E L L I G E N C E  E V A L U A T I O N 20 

ÁMuch better if M is very large or infinite and examples are 

samples or generated from M. 

ÁIt is not always easy to generate a large M of realistic problems. 

ÁGenerators can be based on: 

ÁSome prototypes with parameter variations. 

ÁProblem representation languages 

ÁNot easy to rule out unusable problems. 

ÁA general and elegant approach is to determine a probabilistic 

or stochastic generator (e.g. a grammar) of problems, which 

directly defines the probability p in the average-case 

performance formula: 

ÁǓ(p, M, p) = äǩÍM p(ǩ) · E[R(p, ǩ)] 

 



PROBLEM BENCHMARKS 
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ÁDistinguish the problem set from an effective evaluation. 
ÁFinite test: limited number of exercises n that we can administer. 

ÁThe goal is to reduce the variance of the measurement given n. 

ÁNo-sampling approach: 

ÁSort by decreasing p and evaluate the system with the first n 
exercises. 

ÁThis maximises the accumulated mass for p for a given n. 

ÁIt is highly predictable. Systems will specialise on the first n 
exercises. 

ÁNot very meaningful when R is not deterministic and/or not 
completely reliable. Repeated testing may be needed. 

ÁRandom sampling using p: 

ÁWith replacement (as R is usually non-deterministic and/or not 
completely reliable). 

ÁIf M and p define the benchmark, is probability-proportional sampling 
on p the best way to evaluate systems?  

ÁNo, in general. There are better ways of approximating Ǔ(p, M, p). 
 



PROBLEM BENCHMARKS 
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ÁInformation-driven sampling. 
ÁRelated to importance sampling and stratified sampling. We use a different 

probability distribution for sampling.  

 Covering p without 

sampling very 

similar exercises 

repeatedly, and 

correcting the 

results accordingly 

(e.g., cluster 

sampling) 

 

The results below 

d=5 and above 

d=15 can be 

assumed to be 

known, so effort is 

focussed on the 

relevant range. 

 

ÁDiversity-driven sampling:  

ÁGiven a similarity, a set of features or any 
other way to determine how similar two 
exercises are. 

ÁWe need to sample on M such that: 

Áthe accumulated mass on p is high. 

Ádiversity has to be maximised. 

 

ÁDifficulty-driven sampling.  
ÁThe idea is to choose a range of difficulties 

with high weight. 

ÁDifficulty is defined as function d: M ­ Á.  

Ád(ǩ) is monotonically decreasing on 
EpÍǖ[Ǔ(p, ǩ, p)] 

ÁWe need to sample on M such that only the 
informative difficulties are covered. 
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ÁAdaptive sampling  
ÁInformative-driven sampling can be made adaptive (e.g. adaptive 

clustering testing, or adaptive difficulty-based testing). 

ÁIn Psychometrics, Computerised Adaptive Testing (CAT) uses 
difficulty to estimate the value for Ǔ in very few iterations. 

ÁItem Response Theory (IRT) describes expected outcome of a 
population for a given item (exercise) with Item Response Functions. 
ÁProficiency (ǥ) corresponds to difficulty. 

 

 

An example of an IRT-based adaptive test (freely adapted from  Fig. 8 in Weiss 2011). 



PROBLEM BENCHMARKS 
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ÁExample: òThe UCI testó 
ÁUCI (and other machine learning repositories) and Kaggle competitions. 

ÁTypically referred to as "The UCI test" (Macià & E. Bernardó-Mansilla 2014) 
or the "de facto approach" (Japkovich  - Shah 2011). 

ÁFollows the general form: 

ÁǓ(p, M, p) = äǩÍM p(ǩ) · E[R(p, ǩ)] 

ÁM is the repository, p is the choice of datasets and R is one particular 
performance metric (accuracy, AUC, Brier score, F-measure, MSE, etc.) 

Á"The UCI test" is a bona-fide approaches. 

ÁActually mixes of a problem benchmark with peer confrontation: 

ÁProblem benchmark: there is a repository (M), but only a few problems 
are cherry-picked (p is changing and arbitrary). 

ÁPeer confrontation: only a few competitors are cherry-picked without 
much effort on choosing their best parameters. 

ÁAlgorithms can be compared 1vs1 using statistical tests. 

ÁCross-validation or other repetition approaches are used to reduce the 
variance of R(p, ǩ) so that we have more òwinsó. 
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ÁExample: òThe UCI testó. Improvements 
ÁUCI+ proposal (Macià & E. Bernardó-Mansilla 2014, Information Sciences). 

ÁCharacterise UCI to provide more diversity 

ÁUse complexity measures from (Ho & Basu, 2002, TPAMI). Whatõs a 
òchallengingó problem? ­ òdifficultyó. 

ÁInclude an artificial dataset generator. It is a distortion-based generator 
(similar to C. Soaresõs UCI++). 

ÁIdeas about sharing results (e.g., openml.org), automated submission, é 

ÁOther improvements. 

ÁUse of complexity measures to derive how representative a problem is of 
the whole distribution and to sample more adequately.  

ÁPattern-based generator instead of distortion-based generators. 

ÁE.g., try to define p with a stochastic generative grammar.  

 

openml.org


PEER CONFRONTATIONS 
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ÁMatches are played between peers. 

ÁHow can we derive an independent measure of performance? 

ÁResults are relative to the opponents.  

ÁWe define the set ǖ of all the opponents. In a way, the set of 

problems M is enriched (or even substituted) by one single game 

(e.g. chess) with different competitors. 

ÁHow to compare results between two different competitions if 

opponents are different? How to compare progress? 

ÁIf there are common players, we can use rankings, such as the 

Elo ranking, to see whether there are progress. 

ÁSystems can specialise to the kind of opponents that are expected 

in a competition. This is usual in sports. 



PEER CONFRONTATIONS 
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ÁGames and multi-agent environments could be evaluated 
against standardised opponents.  
Á However, how to choose a standardised opponent? 

ÁIf the opponent is known, the systems can be specialised to the 
opponent. 

ÁE.g., checkers players could specialise to play against Chinook. 

 
ÁOpponent generators? 

ÁRandom actions ­ too bad. 

ÁUse an agent-language for the 
generation of ǖ. 

ÁHow can we assess whether the 
ǖ has sufficiently difficulty and 
discriminative power? 

ÁA difficult problem, analysed in 
(Hernandez-Orallo 2014, JAAMAS). 

ÁWe can give more information 
and resources to these players 
to make them more competitive. 

 

 

 



PEER CONFRONTATIONS 
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ÁExample: General Game Competition 
ÁRunning yearly: 2005-2014 (http://games.stanford.edu/)  

ÁAvailable server and languages. 

ÁRules: 

ÁòGeneral game players are systems able to accept descriptions of 
arbitrary games at runtime.ó 

ÁòThey do not know the rules until the games start.ó 

ÁGames are described in the language GDL (Game description 
language). The description of the game is given to the players. 

ÁòThey should be able to play simple games (like Tic Tac Toe) and complex 
games (like Chess), games in static or dynamic worlds, games with 
complete and partial information, games with varying numbers of players, 
with simultaneous or alternating play, with or without communication 
among the players, and so forth.ó 

ÁFor the competition, games are chosen (non-randomly, manually by the 
organisers) from the pool of games already described in GDL and new 
games can be introduced for the competition. 

ÁGame specialisation is difficult. 



PEER CONFRONTATIONS 
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ÁExample: General Game Competition: improvements 
ÁA more sophisticated analysis of how difficult and representative games 

are. 

ÁDerivation of rankings and the accumulation of former participants for the 
following competitions. 

ÁLearning without the description of the game, as a reinforcement learning 
problem (where the system learns the rules from many matches) could be 
interesting: 

ÁòIntegration of General Game Playing with RL-glueó  
(http://users.dsic.upv.es/~flip/RLGGP/ggp-integration.pdf) 

ÁLike the reinforcement learning competition but without a set of 
predefined problems. 

 

http://users.dsic.upv.es/~flip/RLGGP/ggp-integration.pdf
http://users.dsic.upv.es/~flip/RLGGP/ggp-integration.pdf
http://users.dsic.upv.es/~flip/RLGGP/ggp-integration.pdf
http://users.dsic.upv.es/~flip/RLGGP/ggp-integration.pdf
http://users.dsic.upv.es/~flip/RLGGP/ggp-integration.pdf
http://users.dsic.upv.es/~flip/RLGGP/ggp-integration.pdf


EXAMPLES OF EVALUATION SETTINGS 
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ÁSpecific domain evaluation settings: 
Á CADE ATP System Competition Ą PROBLEM BENCHMARKS 

Á Termination Competition Ą PROBLEM BENCHMARKS 

Á The reinforcement learning competition Ą PROBLEM BENCHMARKS 

Á Program synthesis (Syntax-guided synthesis) Ą PROBLEM BENCHMARKS 

Á Loebner Prize Ą HUMAN DISCRIMINATION 

Á Robocup and FIRA (robot football/soccer) Ą PEER CONFRONTATION 

Á International Aerial Robotics Competition (pilotless aircraft) Ą PROBLEM BENCHMARKS 

Á DARPA driverless cars, Cyber Grand Challenge, Rescue Robotics Ą PROBLEM BENCHMARKS 

Á The planning competition Ą PROBLEM BENCHMARKS 

Á General game playing AAAI competition Ą PEER CONFRONTATION 

Á BotPrize (videogame player) contest  (2014 in Spain) Ą HUMAN DISCRIMINATION 

Á World Computer Chess Championship Ą PEER CONFRONTATION 

Á Computer Olympiad Ą PEER CONFRONTATION 

Á Annual Computer Poker Competition Ą PEER CONFRONTATION 

Á Trading agent competition Ą PEER CONFRONTATION 

Á Robo Chat Challenge Ą HUMAN DISCRIMINATION  

Á UCI repository, PRTools, or KEEL dataset repository. Ą PROBLEM BENCHMARKS 

Á KDD-cup challenges and ML kaggle competitions Ą PROBLEM BENCHMARKS 

Á Machine translation corpora: Europarl, SE times corpus, the euromatrix, Tenjinno competitionsé Ą PROBLEM BENCHMARKS 

Á NLP corpora: linguistic data consortium, é Ą PROBLEM BENCHMARKS 

Á Warlight AI Challenge Ą PEER CONFRONTATION 

Á The Arcade Learning Environment Ą PROBLEM BENCHMARKS 

Á Pathfinding benchmarks (gridworld domains) Ą PROBLEM BENCHMARKS 

Á Genetic programming benchmarks Ą PROBLEM BENCHMARKS 

Á CAPTCHAs Ą HUMAN DISCRIMINATION 

Á Graphics Turing Test Ą HUMAN DISCRIMINATION  

Á FIRA HuroCup humanoid robot competitions Ą PROBLEM BENCHMARKS 

Á é 

http://www.cs.miami.edu/~tptp/CASC/J4/
http://termination-portal.org/wiki/Termination_Competition_2014
http://www.rl-competition.org/
http://www.sygus.org/
http://www.sygus.org/
http://www.sygus.org/
http://www.loebner.net/Prizef/loebner-prize.html
http://www.loebner.net/Prizef/loebner-prize.html
http://www.loebner.net/Prizef/loebner-prize.html
http://www.robocup.org/
http://www.fira.net/
http://www.aerialroboticscompetition.org/
http://archive.darpa.mil/grandchallenge/
http://www.darpa.mil/cybergrandchallenge/
http://www.theroboticschallenge.org/
http://ipc.icaps-conference.org/
http://games.stanford.edu/
http://www.botprize.org/
http://www.botprize.org/
http://www.botprize.org/
http://human-machine.unizar.es/?q=retecog/home
http://www.icga.org/
http://www.icga.org/
http://www.computerpokercompetition.org/
http://tradingagents.org/organisation/
http://www.robochatchallenge.com/
http://www.robochatchallenge.com/
http://www.robochatchallenge.com/
http://archive.ics.uci.edu/ml/
http://prtools.org/
http://sci2s.ugr.es/keel/datasets.php
http://www.sigkdd.org/kddcup/index.php
http://www.sigkdd.org/kddcup/index.php
http://www.sigkdd.org/kddcup/index.php
https://www.kaggle.com/
http://www.statmt.org/europarl/
http://www.statmt.org/setimes/
http://matrix.statmt.org/matrix/info
https://www.ldc.upenn.edu/new-corpora
AI Challenge
AI Challenge
AI Challenge
http://www.arcadelearningenvironment.org/
http://www.movingai.com/benchmarks/
http://www.movingai.com/benchmarks/
http://www.movingai.com/benchmarks/
http://www.movingai.com/benchmarks/
http://www.movingai.com/benchmarks/
http://www.movingai.com/benchmarks/
http://gpbenchmarks.org/
http://gpbenchmarks.org/
http://www.captcha.net/
http://arxiv.org/abs/cs/0603132v1
http://www.fira.net/contents/sub03/sub03_1.asp
http://www.fira.net/contents/sub03/sub03_1.asp
http://www.fira.net/contents/sub03/sub03_1.asp
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Cognitive robots 

Intelligent assistants 

Pets, animats and other 

artificial companions 

Smart buildings 

Agents, avatars, chatbots 
Web-bots, Smartbots, 

Security botsé 

ÁHow can we evaluate more general AI systems? 
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