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WHAT ARE WE AIMING AT?

A ability-oriented
(no functionality)

Completely useless until grown up.
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WHAT ARE WE AIMING AT?

AA more ambitious view of Al:

“[Artificial Intelligence (A) is] the science
and engineering of makingntelligent
machines.' 8 John McCarthy (2007)

AA more pragmatic view of Al:

"[Al is]the science of making machines do
things that would require intelligenceif done
by [hnumans]." & Marvin Minsky (1968).

AMachines need not be intelligent!

AThey can do t hvdthouatfeaturimydnteligence a s k
AOnce the task is solvedAleffe¢h)i s nc
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OUTLINE

AWhy is measuring important for Al?

A PART |. Taskriented evaluation
ATypes of performance measurement in Al
A Human discrimination
AProblem benchmarks
A Peer confrontation

A PART Il. Towards abilityased evaluation
AWhat is an ability?
AThe anthropocentric approach: psychometrics
AThe informationtheoretic approach
A Universal psychometrics

AConclusions
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WHY IS MEASURING IMPORTANT

AWhyis measuringimportant for Al?
AMeasuring and evaluation: at the roots of science and engineering.
ADisciplines progress when they havebjective evaluation tools to:
AMeasure the elements and objects of study.
AAssess the prototypes and artefacts which are being built.
AAssess the discipline as a whole.

AE.g., the usual comparison of Al with aeronautics (see, eRyssell and
Norvig2009).

AAeronautics deals with the construction of flying devices.
AMeasures: mass, speed, altitude, time, consumption, load,
wingspan, etc.
AOFl yingd can be defined and eva
measures.

ADifferent specialised devices can be developed by setting different
requirements over these measures:

A Supersonic aircrafts, ultrdight aircrafts, cargo aircrafts, ...
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PART I:
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TASKORIENTED EVALUATION

ASpecific (taskoriented) Al systems
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TASKORIENTED EVALUATION

AWhatinstruments do we have today to evaluate all of them?
A Applicationspecific (taskoriented).
ALinked to a notion of performance for the taskn@rrowAl).
Alntelligence is not measured.

ABest systems usually solve problems in a way thatdgferent to
the way humans solvehe same problem.

ASystems include a lot obuiltin programmingand knowledge for
the task.

ARelatively wellevaluated but with many differentgd-hoc)
approaches.
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TYPES OF PERFORMANCE MEASUREMENT IN Al

AConsider:
AA set of problems, tasks or exercises).
AFor each exerciseki M, we can get a measuremenR(p,k ) of t
performance of systenm.

AWe will use BR(p, k)] when the system, the problem or the
measurement is nondeterministic and/or imperfect.

AThree common types of aggregated performance metrics:
AWorstcase performance:

AU pin(p, M) =ming;  ER(p, k ) ]
ABest-case performance:

i AL\Jmax(p’ M) =MaXi m E[R(p1 R ) ]
AAveragecase performance:

AU(p, M, p) =& v P(K) -ER(p, K)]
Awherep(k )s a probability distribution onM.
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TYPES OF PERFORMANCE MEASUREMENT IN Al

ATypes of whitebox (programinspection) assessment.
ACorrect solvers:
APerformance is defined in terms of time and/or space resources.
AClassical computational complexity theory.
ASome Al problems have been analysed in this way.
AHowever, it is unreasonable to expect correctness for many Al problems.
AApproximate solvers:
AThe error of the solution is added to the performance metric.
ASome other things can be relaxed (e.Rrobably Approximately Correkt
AGame playing and game theory:
ASeveral things can be estimated (states, movements, payagfjuilibria).
ASome games have been solved
Anoughts and crosses (strong), English draughts (weak, J. Schaeffer).
AStrategies can be compared, optimal strategies can be determined.

As Al systems become more sophisticated, whitex assessment becomes
more difficult, if not impossible (unpredictability of complex systems, like SW).
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TYPES OF PERFORMANCE MEASUREMENT IN Al

ATypes of blackox (system behaviour) assessment.

AHuman discrimination (observation, scrutiny and/or interview):
AAssessment is made by and/or against humans. Usually informal.
ACommon in psychology, ethology and comparative psychology.
ANot usual in Al (except for the Turing Test and variants).

AProblem benchmarks :

ACollections or repositories (a set of problemd is set up).
ACommon in Al: repositories, problem libraries, corpora, etc.
AAlso usual in (comparative) psychology (e.g., cognitive tests).
AProblem generators (a class of problems is derived with a generator).
AThis actually definesvi and p.
ABetter characterisation of each problem (e.g., difficulty).

APeer confrontation (1vs-1 or nvsn).

AEvaluates performance in (mulagent) games from a set of matches.
AThe result is relative to the other participants.
ASophisticated performance metrics (e.g., th&losystem in chess).
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HUMAN DISCRIMINATION

ATuringl 950 :

oComputing Macohi n
- . . . . “,‘4‘:‘:“‘&\
AA response to nine objections of machine P TS
intelligence. '
AThe oimitation gamed was in,t‘f:i)w
philosophical instrument to help in this —
response. i 5 SRS
AThe game has beennis-)Junderstood as an e
ith th dard i ion: et
actual test, with the standard interpretation: e
AAmachine (A), a human (B), and a human SeEmE
interrogator — st
AMaterialisations: -
ALoebnerPrize held since 1991
AUniversity of Reading 2014 event at the
RoyalSociety.

ASome interpretations of resultstain the
reputation of the Turing Test.
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HUMAN DISCRIMINATION

Als the imitation game a valid test?
Alt has many problems as an intelligence test:
Alt is a test ofhumanity, relative to human characteristics.
Alt is anthropocentric
ANeither gradual nor factorial
ANeedshumanintervention( i t candt be aut oma
Alt takes too much time
ANot a sufficient condition
ANot a necessary condition

ATuring is not to be blamed!

ANot actually conceived by Turing to be a practical test to
measure intelligence up to and beyond human intelligence

AA great impact in the philosophy and understanding of machine
Intelligence, but anegativeimpact on its measurement.

ARTIFICIAL INTELLIGENCE EVALUATIO@



HUMAN DISCRIMINATION

AEnhanced Turing Tests:
ATot al Turing Tests, Visual Turi ng

Aincluding sensory information, robotic interfaces, virtual
worlds, etc.

ASome other Turing Test variants are more useful.
AChatterbot evaluation.

AApplications: personal assistant
AAvatar evaluation:
AVideogames.
ABots can fool opponents into thinking it is another human
player

Alnteresting new notions:
ABots have to bebelievable(Hingston 2012).
ABots have to be enjoyable, fun, etc.
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HUMAN DISCRIMINATION

AExample: BotPrizehttp://botprize.org/ )
AHeld on 2008, 2009, 2010, 2011, 2012, 2014 (Spain!)

ARules:
AUses the o0Deat hMat c hPergom Bheoter, Yyrpeal f or t he
Tournament 20040.
ondt process the I mage but

AThe bots d
a

textual messages in a language through théameBots2004 interface

(Pogamut).
AChatting is disabled (ités not a chatéb
AThe player that | ooks most ohumandé wi n

AThere i s a6.0jRatgs ngl sgaunj udge
AThe judges play, trying to play normally (a prize for the judges exists for those
t hat are considered more oOoOhumandé by ot
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http://pogamut.cuni.cz/pogamut_files/latest/doc/gamebots/

HUMAN DISCRIMINATION

AExample:BotPrize Improvements
AdBelievabilityp i s sai d to be thiedpdarser as s
perspective(judging recorded video of other players without
playing) than afirst-person perspective(Togeliuset al 2012).
AReason: human judges can concentrate on judging and not on
not being killed or aiming at high scores.
AThis thirdperson perspective is included in the 2014
competition using a crowdsourcing platform:
A (LlarguesAsensioet al. 2014, Expert Systems with Applications)
Aln the 2014 edition there are two judging systems:
A FirstPerson Assessment (FPABotPrizein-game judging system.
AThirdPerson Assessment (TPA): crowdsourcing platform.
AChallenges: richer (and more difficult) representation of the
environment (such as a graphical processing as in the Arcade
Learning Environment).
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PROBLEM BENCHMARKS

AM is a set of problems.

AThe quality of these evaluations depend oll.
AM is usuallyknown before the evaluation

AOn occasions, the solutions are alsknown beforehandor can
be inferred by humans.

AMost systems actually embed what the researchers have learnt
from the problem.

These benchmarks actually evaluate the
researchers, not their systems!

AMuch worse if the selection oM is made by the researchers
(e.qg., selection of datasets from the UCI repository).
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PROBLEM BENCHMARKS

AMuch better ifM is very large or infinite and examples are
samples or generated fronmM.
Alt is not always easy to generate a largd of realistic problems.
AGenerators can be based on:
ASome prototypes with parameter variations.
AProblem representation languages
ANot easy to rule out unusable problems.

AA general and elegant approach is to determine a probabilistic
or stochastic generator (e.g. a grammar) of problems, which
directly defines the probabilityp in the averagecase
performance formula:

AU(p, M, p) =& v P(K) -ER(p, k ) ]
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PROBLEM BENCHMARKS

ADistinguish the problem set from an effective evaluation.
AFinite test: limited number of exercises that we can administer.
AThe goal is to reduce the variance of the measurement givan
ANo-sampling approach:

ASort by decreasing and evaluate the system with the firsh
exercises.

AThis maximises the accumulated mass fqo for a givenn.

Alt is highly predictable. Systems will specialise on the finst
exercises.

ANot very meaningful wherR is not deterministic and/or not
completely reliable. Repeated testing may be needed.

ARandom sampling using:
AWith replacement (asR is usually nordeterministic and/or not
completely reliable).

Alf M and p define the benchmark, is probabilityproportional sampling
on p the best way to evaluate systems?

ANo, in general. There are better ways of approximatibt{p, M, p).
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PROBLEM BENCHMARKS

Alnformationdriven sampling.

ARelated toimportance samplingand stratified sampling We use a different
probability distribution for sampling.

2 Coveringp without

ADiversitydriven sampling:
A Given a similarity, a set of features or any

other way to determine how similar two
exercises are

2 Jo%Bgpde

sampling very
similar exercises
repeatedly, and
correcting the

AWe need to sample oM such that: e fesu'tSIaCCOfding'y
Athe accumulated mass omp is high. s iii’.;,ﬁn‘;?ter
A diversity has to be maximised. e
AD,ifficuI_ty-dri_ven sampling. - o (oo The restts below
AThe idea is to choose a range of difficulties . ) d=5 and above
~with high weight. ) ‘ d=15 can be
ADifficulty is defined as functiod: M- A. ;7 \ assumed to be
Ad( k) is monotonicallsy decs: e as|ikmw soegfetis
Ep alU(o, , pil N . focussed on the
AWe need to sample on M such that only the ° s relevant range.
informative difficulties are covered sl S
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PROBLEM BENCHMARKS

AAdaptive sampling
Alnformative-driven sampling can be made adaptive (e.g. adaptive
clustering testing, or adaptive difficultypased testing).
Aln PsychometricsComputerised Adaptive Testin(CAT) uses
difficulty to estimate the value folU in very few iterations.
Altem Response Theor(iRT) describes expected outcome of a

population for a given item (exercise) withem Response Functions.
AProficiency (g) cor resppnds to d| ffi cuI

Thet A T T L O T

D 0.00* 1.00* - x
o 1 4.00* 1.00% A R
=7 > o0l o2 ol S
3 0.20 0.4 e o
@ 4 -0.04 0.35 emmeee- Lo
o 5 0.05 0.32  ————l e
[ 0.13 0.29 e |
0 7 0.07 0.27 emmmmam——
> 8 -0.18 0.25  em—e— | S
° 9 0.25 0.2s e I-—————
= 10 -0.18  0.23  aemo I
o 11 -0.27 0.23 e ) ——
° 12 -0.21 0.22 ——C—————
13 -0.26  0.22 T
S 14 -0.34 0.22 R S
° 15 -0.37  0.22  emmee Lo
16 -0.33  0.20 P
= w 17 -0.29  0.19 leeo
°h T T T T I T T T T T 1s -0.33 0.19 SR
19 -0.38 0.19 meTome
- 0 ? ¢ © - 0 2 4 6 20 -0.34 0.18 R P
0 (] 21 -0.30  0.18 I
22 -0.27 0.17 eemC—e
Fig. 1 Lefr ltem response function (or curve) for a binary score item with the following parameters for the ;Z’ 8-;2 o ﬂ -::(I_::
logistic model: discrimination @ = 1.5, item location b = 3, and chance ¢ = 0.1. The discrimination is shown Se o olie B
by the slope of the curve at the midpoint: a(l — ¢)/4 (in dotted red). the location is given by b (in dashed 26 -0.30 0.16 ——I-—-
green) and the chance is given by the horizontal line at ¢ (in dashed-dotted grev), which is very close to the 27 -0.27  0.1¢ -—=C-—-
i . . : . . . 28 -0.25 0.15 ---C-—-
zero-ability expected result p(#) = z (here at 0.11). Right A linear model for a continuous score item with 59 -0.23  0.15 S
parameter 2 = —1 and & = 1.2. The dashed-dotted line shows the zero-ability expected result (color figure 30 -0.21  0.15 -——C---

online)
An example of an IRbased adaptive test (freely adapted fronFig 8 in Weiss 2011).
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PROBLEM BENCHMARKS

AExample: 0The UCI testod
AUCI (and other machine learning repositories) amthgglecompetitions.

ATypically referred to as "The UCI teskdcia & E.BernardéMansilla2014)
or the "de facto approach"Japkovich - Shah 2011).

AFollows the general form:
AU(p, M, p) =a; v P(K) -E[R(p, k) ]
AM is the repositoryp is the choice of datasets andR is one particular
performance metric (accuracy, AUC, Brier scoremiéasure, MSE, etc.)

A"The UCI test" is &onafide approaches.
AActually mixes of a problem benchmark with peer confrontation:
AProblem benchmark: there is a repositoryV), but only a few problems
are cherrypicked (p is changing and arbitrary).
APeer confrontation: only a few competitors are cherpjcked without
much effort on choosing their best parameters.
A Algorithms can be compared 1vs1 using statistical tests.

A Crossvalidation or other repetition approaches are used to reduce the
variance ofRp,k ) so t hat we have more oOowinsboé.
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PROBLEM BENCHMARKS

AEx ampl e: 0 Tihpeoveth@iis t est 6.

AUCI+ proposaltMacia& E.BernardéMansilla2014, Information Sciences).
ACharacterise UCI to provide more diversity
AUse complexity measures fromHo&Basuy, 2002, TPAMI ) . Wi
ochallengingpdigdgridixcludm? 6.
Alnclude an artificial dataset generator. It is a distortichased generator
(similarto CS o a r 6@+3)s
Aldeas about sharing results (e.gogpenml.org , aut omated subr
AOther improvements.

AUse of complexity measures to derive how representative a problem is of
the whole distribution and to sample more adequately.

APatternbased generator instead of distortio#fbased generators.
AE.g., try to defingp with a stochastic generative grammar.
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openml.org

PEER CONFRONTATIONS

AMatches are played between peers.
AHow can we derive an independent measure of performance?
AResults are relative to the opponents.

AWe define the setl of all the opponents. In a way, the set of
problems M is enriched (or even substituted) by one single game
(e.g. chess) with different competitors.

AHow to compare results between two different competitions if
opponents are differen? How to compare progress?

Alf there are common players, we can use rankings, such as the
Eloranking, to see whether there are progress.

ASystems can specialise to the kind of opponents that are expected
in a competition. This is usual in sports.
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PEER CONFRONTATIONS

AGames and multiagent environments could be evaluated
against standardised opponents.
A However, how to choose a standardised opponent?

Alf the opponent is known, the systems can be specialised to the
opponent.

AE.g., checkers players could specialise to play against Chinook.

A Random actions- too bad.

AUse an agerdanguage for the
generation ofu.

A Howcan we assesswhetherthe
u has sufficiently difficulty and
discriminative power?

A Adifficult problem, analysedin .
(HernandezOrallo2014, JAAMAYS) o : '° 15 m o

complexity complexity
A We can glve more Informatlon Figure 4: We show the distributions of reward (roughly corresponding to R in this paper) for different
and resources to th ese playe rs configurations for the multi-agent system SCMAS introduced in [ 7]. Left: the plot show the results when

we confront each of the 2,000 policies with 50 different teams of competitors (with different seeds for the

to make them more Competltlve generator also). This means that we have 2,000 x 50 = 100,000 experiments (300 environment steps each).

This is what we see on the bottom-left plot. Right: results when we choose the best 8 agents from the
previous experiment. We see a wider range of results (but note that the average reward is lower).

0
R

reward
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PEER CONFRONTATIONS

AExample: General Game Competition
ARunning yearly2005-2014 (http://games.stanford.edu/)
AAvailable server and languages.

ARules:

Adb General game players are systems al
arbitrary games at runti me. 0

Abfey do not know the rules until the

A Games are described in the language GDL (Game description
language). The description of the game is given to the players.

Ab They should be abl e tTacTee)aadconspiexnp | e
games (like Chess), games in static or dynamic worlds, games with
complete and partial information, games with varying numbers of players,
with simultaneous or alternating play, with or without communication
among the players, and so forth.©o

A For the competition, games are chosen (nendomly, manually by the
organisers) from the pool of games already described in GDL and new
games can be introduced for the competition.

A Game specialisation is difficult.
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PEER CONFRONTATIONS

AExample: General Game Competitiomprovements

AA more sophisticated analysis of how difficult and representative games
are.

ADerivation of rankings and the accumulation of former participants for the
following competitions.
A Learning without the description of the game, as a reinforcement learning
problem (where the system learns the rules from many matches) could be
interesting:
Adbl ntegration of GengtakdéGame Pl ayin
(http://users.dsic.upv.es/~flip/RLGGP/ggpintegration.pdf
ALike the reinforcement learning competition but without a set of
predefined problems.
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http://users.dsic.upv.es/~flip/RLGGP/ggp-integration.pdf
http://users.dsic.upv.es/~flip/RLGGP/ggp-integration.pdf
http://users.dsic.upv.es/~flip/RLGGP/ggp-integration.pdf
http://users.dsic.upv.es/~flip/RLGGP/ggp-integration.pdf
http://users.dsic.upv.es/~flip/RLGGP/ggp-integration.pdf
http://users.dsic.upv.es/~flip/RLGGP/ggp-integration.pdf

EXAMPLES OF EVALUATION SETTINGS

ASpecificdomain evaluation settings:

CADE ATP System Competitign PROBLEM BENCHMARKS

Termination CompetitiorA PROBLEM BENCHMARKS

Thereinforcement learning competitiorA PROBLEM BENCHMARKS

Program synthesis$yntaxguided synthesi3 A PROBLEM BENCHMARKS
LoebnerPrizeA HUMAN DISCRIMINATION

Robocupand FIRA(robot football/soccer)A PEER CONFRONTATION

International Aerial Robotics Competitio(pilotless aircraft)A PROBLEM BENCHMARKS
DARPAlriverless cars Cyber Grand Challengdrescue Robotich PROBLEM BENCHMARKS
The planning competitiorA PROBLEM BENCHMARKS

General game playing AAAI competitidy PEER CONFRONTATION
BotPrize(videogame player) contest{2014 in Spain) A HUMAN DISCRIMINATION
World Computer Chess Championsh# PEER CONFRONTATION

Computer Olympiady, PEER CONFRONTATION

Annual Computer Poker CompetitioA PEER CONFRONTATION

Trading agent competitiord PEER CONFRONTATION

RoboChat ChallengeA HUMAN DISCRIMINATION

UCI repositoryPRTools or KEEL dataset repositoryA PROBLEM BENCHMARKS
KDD-<up challengesand MLkagglecompetitionsA PROBLEM BENCHMARKS

Machine translation corporaEuropar| SE times corpusthe euromatrix Tenjinnoc o mp e t i A PROBLEM BENCHMARKS
NLP corporalinguistic data consortium A¢ PROBLEM BENCHMARKS

WarlightAl ChallengeA PEER CONFRONTATION

The Arcade Learning Environme#y PROBLEM BENCHMARKS
Pathfindingbenchmarks @ridworlddomains)A PROBLEM BENCHMARKS
Geneticprogramming benchmarksA PROBLEM BENCHMARKS

CAPTCHA4 HUMAN DISCRIMINATION

Graphics Turing Tes HUMAN DISCRIMINATION

FIRAHuroCuphumanoid robot competitionsA PROBLEM BENCHMARKS

é

DD DD D DD DD DD DD DD DD D D D D D D D
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http://www.cs.miami.edu/~tptp/CASC/J4/
http://termination-portal.org/wiki/Termination_Competition_2014
http://www.rl-competition.org/
http://www.sygus.org/
http://www.sygus.org/
http://www.sygus.org/
http://www.loebner.net/Prizef/loebner-prize.html
http://www.loebner.net/Prizef/loebner-prize.html
http://www.loebner.net/Prizef/loebner-prize.html
http://www.robocup.org/
http://www.fira.net/
http://www.aerialroboticscompetition.org/
http://archive.darpa.mil/grandchallenge/
http://www.darpa.mil/cybergrandchallenge/
http://www.theroboticschallenge.org/
http://ipc.icaps-conference.org/
http://games.stanford.edu/
http://www.botprize.org/
http://www.botprize.org/
http://www.botprize.org/
http://human-machine.unizar.es/?q=retecog/home
http://www.icga.org/
http://www.icga.org/
http://www.computerpokercompetition.org/
http://tradingagents.org/organisation/
http://www.robochatchallenge.com/
http://www.robochatchallenge.com/
http://www.robochatchallenge.com/
http://archive.ics.uci.edu/ml/
http://prtools.org/
http://sci2s.ugr.es/keel/datasets.php
http://www.sigkdd.org/kddcup/index.php
http://www.sigkdd.org/kddcup/index.php
http://www.sigkdd.org/kddcup/index.php
https://www.kaggle.com/
http://www.statmt.org/europarl/
http://www.statmt.org/setimes/
http://matrix.statmt.org/matrix/info
https://www.ldc.upenn.edu/new-corpora
AI Challenge
AI Challenge
AI Challenge
http://www.arcadelearningenvironment.org/
http://www.movingai.com/benchmarks/
http://www.movingai.com/benchmarks/
http://www.movingai.com/benchmarks/
http://www.movingai.com/benchmarks/
http://www.movingai.com/benchmarks/
http://www.movingai.com/benchmarks/
http://gpbenchmarks.org/
http://gpbenchmarks.org/
http://www.captcha.net/
http://arxiv.org/abs/cs/0603132v1
http://www.fira.net/contents/sub03/sub03_1.asp
http://www.fira.net/contents/sub03/sub03_1.asp
http://www.fira.net/contents/sub03/sub03_1.asp
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TOWARDS ABILITQRIENTE

FVVALUATION

AHow can we evaluate more general Al systems? [ ]
Someintelligence

MAY BEncluded.

Someintelligence
MAY BEnNcluded.

Cognitive robots

Someintelligence
MAY BEncluded.

Pets, animats and other

artificial companions Someintelligence
T | 7 A MAY BHEncluded.

The

In_telllgen g
Someintelligence WZE'ESS
MAY BEncluded. Vo e

Someintelligence
MAY BEncluded.

Web-bots, Smartbots,
Security botsé
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Intelligent assistants

Agents, avatars, chatbots



