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Abstract. In this paper, we present a method for generating very expressive decision trees based on several partitions over a functional logic language. First, trees are generated top-down and partitions are selected according to the MDL principle. Secondly, not only is a decision tree obtained, but multiple decision trees can be guided as well by the MDL principle. This means that the overall search space is scoured in a short-to-long fashion, thus allowing for a better use of computational resources. The most important result of this paper is a framework for the efficient generation of constructor-based models.
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1 Introduction

Decision trees are among the most popular tools for machine learning and data mining. There are several reasons for this. First, they are an intuitive representation of the concept that is to be learned. Second, the trees can be constructed relatively fast compared to other methods. Nonetheless, their greedy behaviour together with the absence of backtracking may result in the exploration of partitions leading to bad solutions. However, exploring the entire search space would not be feasible. It is then necessary to sort out the search space in order to first obtain the best subset of trees.

The top-down induction of decision trees is usually performed in two phases: the building phase and the post-pruning phase. In the first phase, a decision tree is grown by partitioning the input data into two or more subsets using a condition on an attribute (the splitting attribute) until a stopping criterion holds. Then, the pruning phase may remove some nodes to prevent overfitting. Some of these algorithms are CART [2], ID3 [16], C4.5 [18] and FOIL [17].

However, in the ILP framework, the existing decision-tree algorithms are not capable of dealing directly with attributes whose values belong to a constructor-based data type, such as the natural numbers defined by the 0 and \( s() \),

\[ s() \]

construct-
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1 The \( s() \) symbol stands for the successor function symbol.
tor symbols, or lists defined by the constructor symbols \textit{emptylist} and \textit{(· · ·)}. This is due to the fact that the type definition of an attribute is not considered as a splitting criterion. This is usually overcome by the use of background predicates such as \textit{suc}(X, Y), \textit{member}(X, Y), etc., but this can only be solved when there are few types and they are known a priori. Nevertheless, constructor-based types are not only interesting in the definition of functions but are essential for certain applications\footnote{In functional \textit{programming} and functional \textit{logic programming}, it is usual to define a function as a \textit{program} whose equations establish the function behavior \textit{w.r.t.} the constructor terms of (some of) its arguments.}.

In this paper, we present a top-down method for inducing decision trees in a functional logic inductive framework (IFLP) \cite{5}. We call this approach \textit{Constructor-based Decision-Tree Learning} (CDTL) since the idea is to use the type information of the functions to generate the trees. For the learning of a target function \(f\), the training sample is composed of ground equations whose left-hand sides are terms of the form \(f(\ldots)\) and whose right-hand sides are the function result (the \textit{class} in decision-tree terminology). The root node of the tree is an equation of the form \(f(X_1, \ldots, X_{n-1}) = X_n\). The attribute splits proposed here include tests on data types, on recursive definitions or on the definition of an attribute as the result of a call to a background knowledge function. Since we consider that the class is another attribute to be tested, the above split conditions allow for the induction of nested and recursive functions as well as the use of background knowledge in the definition of the target function. In this way, this algorithm extends the IFLP framework making it conditional and capable of inducing functions with a high arity more efficiently.

Unlike other decision-tree induction algorithms, for which general-to-specific or specific-to-general searches are used, our approach follows a short-to-long search. Hence, the splitting criterion is based on the Minimum Description Length (MDL) principle. The MDL principle has been previously used in the induction of decision trees in the post-pruning phase \cite{11, 21}. Also, the MDL principle has been used as a stopping criterion \textit{(pre-pruning)} \cite{15, 17}, as a measure for globally evaluating discretizations of continuous attributes \cite{14}, and for restructuring decision trees \cite{13}. In our approach, the MDL principle is used at the generation phase which is justified because other quality criteria based on discrimination such as the \textit{information gain} \cite{18}, the \textit{information gain ratio} \cite{18} or the \textit{Gini heuristic} \cite{2} are not useful for problems such as \(f(\ldots) = f(\ldots)\) or \(f(\ldots) = g(\ldots)\) with \(g\) being a function of the background knowledge. Another reason is that the guidance of the search by the MDL principle ensures a better use of computational resources \cite{7, 22}. On the other hand, the majority of decision-tree induction algorithms perform a greedy search in order to find the best-first solution. We also perform a greedy search for each solution, but we are able to obtain \(N\) solutions and therefore the method is not so prone to getting

\footnote{For instance, XML documents are represented as terms of constructor-based types and the handling of these documents requires being able to work with their structure, usually without background knowledge to ‘navigate’ inside them.}.
blocked by a bad choice. Each new solution is built following the construction of a complete tree by selecting nodes to be split according to our measure. It differs from other approaches such as the boosting method \cite{4,19} which induces a new decision tree for each solution.

The paper is organised as follows. In Section 2, we introduce some basic notions about functions and the IFLP framework. Section 3 defines the set of partitions and compares them with those of some well-known algorithms. Several criteria for guiding the search are presented in Section 4. Some considerations about unary partitions are analysed in Section 5. Finally, Section 6 presents the conclusions.

2 Preliminaries and Notation

We briefly review some basic concepts about equations, $\mathcal{E}$-unification and the IFLP framework. Let $S$ be a set (of sorts\footnote{A sort is a name for a set of objects.}, also called types). An $S$-sorted signature $\Sigma$ is an $S^* \times S$-sorted family $\langle \Sigma_{w,s} \mid w \in S^*, s \in S \rangle$. $f \in \Sigma_{w,s}$ is a function symbol of arity $w$ and type $s$; the arity of a function symbol expresses which data sorts it expects to see as input and in what order, and the $s$ expresses the type of data it returns. Given $f \in \Sigma_{(s_1, \ldots, s_n),s}$, we define the following auxiliary concepts:

- $\text{Arity}(f) = n$.
- $\text{Arity}_1(f)$ denotes the times that the type $t$ is in the string $(s_1, \ldots, s_n)$.
- $\text{Type}(f) = s$.
- Set $\text{Types}(f) = \{ s_i, 1 \leq i \leq n \}$.

Also, we consider $\Sigma$ as the disjoint union $\Sigma = \mathcal{C} \cup \mathcal{F}$ of symbols $c \in \mathcal{C}$, called constructors, and symbols $f \in \mathcal{F}$, called defined functions. Let $\mathcal{X}$ be a countably infinite set of variables. Then $\mathcal{T}((\Sigma, \mathcal{X}))$ denotes the set of terms built from $\Sigma$ and $\mathcal{X}$, and $\mathcal{R}(\Sigma, \mathcal{X})$ is the set of constructor terms. We extend the $\text{Type}$ function defined above to (sub)terms in a natural way: given a term $f(t_1, \ldots, t_n)$ where $f \in \Sigma_{(s_1, \ldots, s_n),s}$, then $\text{Type}(t_i) = s_i$. The set of variables occurring in a term $t$ is denoted $\text{Var}(t)$. A term $t$ is a ground term if $\text{Var}(t) = \emptyset$. Given a set of syntactic objects (like terms, variables or function symbols) $O = \{ O_1, \ldots, O_n \}$, we define $O^\ast = \{ O_1 \text{Type}(O_1) = s \}$. If $S$ is a set of types, then $O^\ast = \bigcup_{s \in S} O^\ast$. A substitution is defined as a mapping from the set of variables $\mathcal{X}$ into the set of terms $\mathcal{T}((\Sigma, \mathcal{X}))$. An equation is an expression of the form $l = r$ where $l$ and $r$ are terms. $l$ is called the left-hand side (lhs) of the equation and $r$ is the right-hand side (rhs). An equational theory $\mathcal{E}$ (which we call program) is a finite set of equational clauses of the form $l = r \iff e_1, \ldots, e_n$ with $n \geq 0$ where $e_i$ is an equation, $1 \leq i \leq n$. The theory (and the clauses) are called conditional if $n > 0$ and unconditional if $n = 0$. In what follows, a program $P$ defines a signature $\Sigma_P$ which is composed by the function symbols that appear in $P$.

IFLP \cite{5} can be defined as the functional (or equational) extension of ILP. The goal is the inference of a theory (a functional logic program $P$) from evidence (a set of positive and optionally negative ground equations $E$) using a
background knowledge theory (a functional logic program $B$). The rhs of the
equations in $E$ are normalised w.r.t. the background theory $B$ and to the theory
$P$, which is meant to be discovered (target hypothesis). In [5] an approximation
to the induction of unconditional functional logic programs has been presented
based on two operators: Consistent Restricted Generalisation (CRG) and Inverse
Narrowing. Informally, a CRG of an equation $e$ is another equation which generalised
$e$ without introducing extra variables on the rhs and which is consistent
with the evidence.

3 Constructor-Based Decision-Tree Learning

The problem of learning decision-tree classifiers lies in generating a decision
tree from a set of cases. Each one is described by a vector of attribute values,
and constructs a mapping from attribute values to classes. The attributes can be
continuous or discrete, whereas we consider that the class may have only discrete
values.

In particular, the most popular systems for learning decision-trees, ID3/C4.5
[16, 18, 20] perform the following tests in order to split a tree node:

- If the attribute $A$ is of a discrete type $T$, the node has as many outcomes
  (children) as possible values $v_i$ of $T$, with condition $A = v_i$.
- If the attribute $A$ is of a continuous type $T$, the node has two outcomes
  (children), $A < t$ and $A \geq t$ where $t$ is a threshold that maximises the
  splitting criterion.

A propositional decision-tree learning can be constructed with these possible
splits and a splitting criterion (which tells which tests are chosen first). In general,
decision trees represent a disjunction of conditions over the attribute values.
Hence, learned trees can also be represented as sets of conditional rules to
improve their readability.

Some ILP systems, like FOIL [17] or TILDE [1], allow us to introduce recursion
in the definition tree by flattening the predicates; however, they do not allow us
to deal with problems with (semi)-structured data based on constructors.

Given a node $\nu$ of a decision tree, we denote its set of conditions by $C_{\nu}$. The
Boolean function $leaf(\nu)$ returns true if $\nu$ is a leaf of the tree; $\Pi(\nu)$ denotes the
partition in $\nu$; $child_i(\nu)$ represents the $i^{th}$ child of $\nu$ and $range(\nu)$ is the number
of children of $\nu$. By $E_\nu$ let us denote the set of examples which are consistent
with the conditions $C_{\nu}$. The open variables $OV_{\nu}$ of $\nu$ are the variables that do
not appear in the lhs of an equality of a condition of $C_{\nu}$. By $OVR_{\nu}$ let us denote
the set of variables of real type in $OV_{\nu}$. $OVNR_{\nu} = OV_{\nu} - OVR_{\nu}$. By $\gamma$, we
denote each different type of the set $OVNR_{\nu}$.

First of all, let us define the possible types we are going to deal with in our
approach. Table 1 shows these types.

Next, in Table 2, we define the possible partitions (splits) that can be made
according to the types (consider an equation $f(X_1, \ldots, X_{n-1}) = X_n$ and ($1 \leq i \leq
n$)). Note that, in IFLP, the attribute tests are expressed as equations.
Table 1. Kind of types allowed

<table>
<thead>
<tr>
<th>Kind</th>
<th>Description</th>
<th>Type Example</th>
<th>Attribute Ex.</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>UDF</td>
<td>Unordered Discrete Finite</td>
<td>{red, green, blue}</td>
<td>green</td>
<td>-</td>
</tr>
<tr>
<td>UDI</td>
<td>Unordered Discrete Infinite</td>
<td>Lists</td>
<td>cons(\lambda, a)</td>
<td>-</td>
</tr>
<tr>
<td>ODF</td>
<td>Ordered Discrete Finite</td>
<td>{low, med, high}</td>
<td>low</td>
<td>&lt;</td>
</tr>
<tr>
<td>ODI</td>
<td>Ordered Discrete Infinite</td>
<td>Naturals</td>
<td>4</td>
<td>&lt;</td>
</tr>
<tr>
<td>C</td>
<td>(Ordered) Continuous (Infinite)</td>
<td>[0.0 \ldots 360.0]</td>
<td>47.34</td>
<td>&lt;</td>
</tr>
<tr>
<td>U</td>
<td>Undefined Type</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>R</td>
<td>Restricted (Dummy) Type (^5)</td>
<td>Elements of a List (a)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2. Splits allowed

<table>
<thead>
<tr>
<th>#</th>
<th>Partition on Attribute (X_i) (Split)</th>
<th>Kinds of Types Applicable</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(X_i = a_1 \mid X_i = a_2 \mid \ldots \mid X_i = a_k)</td>
<td>Finite (udf, odf)</td>
</tr>
<tr>
<td>2</td>
<td>(X_i = a_0 \mid \ldots \mid X_i = c_\ell (Y_1, \ldots, Y_{\ell n}))</td>
<td>Constructor based (udi) and (ud)</td>
</tr>
<tr>
<td>3</td>
<td>(X_i &lt; t \mid X_i \geq t) where (t) is a threshold</td>
<td>Ordered (odf, odi) and Continuous (c)</td>
</tr>
<tr>
<td>4</td>
<td>(X_i = Y) where (Y \in {X_1, \ldots, X_n}) and (Y \neq X_i)</td>
<td>Discrete (udf, udi, odf, odi) and (u, r)</td>
</tr>
<tr>
<td>5</td>
<td>(X_i = a \mid X_i \neq a^7)</td>
<td>udf, odf, odi, c, u</td>
</tr>
<tr>
<td>6</td>
<td>(a_1 = f(Y_1, \ldots, Y_n) \mid \ldots \mid a_m = f(Y_1, \ldots, Y_n))</td>
<td>all</td>
</tr>
<tr>
<td>7</td>
<td>(a_1 = f(Y_1, \ldots, Y_n)) where (\exists Y_i \in {X_1, \ldots, X_n})</td>
<td>all</td>
</tr>
<tr>
<td>8</td>
<td>(a_1 = g(Y_1, \ldots, Y_n) \mid \ldots \mid a_m = g(Y_1, \ldots, Y_n))</td>
<td>all</td>
</tr>
<tr>
<td>9</td>
<td>(a_1 = g(Y_1, \ldots, Y_n)) where (\exists Y_i \in {X_1, \ldots, X_n}) and (g \in \Sigma_u)</td>
<td>all</td>
</tr>
</tbody>
</table>

All partitions, except 4, 7 and 9, split the example set into disjoint subsets. Note that partitions 4, 7 and 9 have only one child. Since the variables in conditions are existentially quantified, different children might give a non-disjoint partition. These kinds of partitions entail an extension of ID3, FOIL and our CRG method, as is shown in Table 3.

4 Guiding the Search

The previous partitions have to be well handled in order to convert such a variety of conditions and constructors into something useful. The adaptation of classical splitting criteria, such as those used by C4.5 / FOIL or CART would not be suitable, because these measurements are devised to reward partitions which correctly discriminate the class of the result, be it a predicate or a function. However, this may be misleading for recursive functions where this recursive call appears directly on the righthand side of a rule; for instance, the lrhs of the rule \(\text{sum}(X, s(Y)) = s(\text{sum}(X, Y))\) does not make any bias on the distribution of

---

5 This type is useful for avoiding partitions on types which are irrelevant.
6 \(X_i < t\) represents a constraint which can be handled by a constraint solver which can solve linear real inequalities ([80]).
7 There are extensions of the functional logic programming which are able to handle disequalities as constraints ([8, 9]).
<table>
<thead>
<tr>
<th>#</th>
<th>ID3</th>
<th>FOIL</th>
<th>CRG</th>
<th>CDTL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>-</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>3</td>
<td>x</td>
<td>x</td>
<td>-</td>
<td>x</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>x</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>x</td>
<td>-</td>
<td>x</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>x</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>x</td>
<td>-</td>
<td>x</td>
</tr>
<tr>
<td>9</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 3. Comparison between splits allowed by CDTL w.r.t. ID3, FOIL, and CRG methods.

the result of the function sum. Consequently, a criterion based on this discrimination or on a distribution change would never select the partitions which are needed to generate the previous rule.

As we have stated in the introduction, one proper way to order the search space is by the description length of the hypothesis. By definition, a top-down construction of a decision tree is short-to-long, since it adds conditions and after a partition is made the tree is longer to describe. However, this is not sufficient. The idea is to devise a splitting criterion such that partitions that presumably lead to shorter trees should be selected first.

There exists a suitable paradigm for performing this search: the MDL principle. If we assume \( P(h) = 2^{-K(h)} \) where \( K(\cdot) \) is the descriptive (Kolmogorov) complexity of \( h \), and \( P(E|h) = 2^{-K(E|h)} \), we can obtain the so-called maximum a posteriori (MAP) hypothesis as follows [8]:

\[
h_{MAP} = \arg\max_{h \in H} P(h|E) = \arg\min_{h \in H} (K(h) + K(E|h))
\]

This last expression is the MDL principle, which means that the best hypothesis is the one which minimises the sum of the description of the hypothesis and the description of the evidence using the hypothesis. The MDL principle also has been justified for first-order theories (see e.g. [3]).

The idea is that the two terms to be minimised in the expression of the MDL principle nicely represent the source and the sink of the information during the construction of a decision tree. Initially, when there is only the root of the tree, i.e. the function profile \( f(X_1, X_2, \ldots, X_{n-1}) = X_n \), the length of the description of the hypothesis \( K(h) \) is almost zero (just the profile) while the description of the data \( K(E|h) \) is large, because the instance for each variable has to be provided for each example, since no pattern of the evidence has yet been captured. At the end of the construction of the decision tree, the description of the hypothesis \( K(h) \) may be large, and each branch constitutes a rule of the program, while the description of the data by using the tree, i.e. \( K(E|h) \), will have been reduced considerably. If the resulting tree is good, the term \( K(h) + K(E|h) \) is smaller than initially.

The way to construct the tree is to select those partitions (whose description will swell the \( K(h) \) part) so that the \( K(E|h) \) is reduced considerably. In other
words, the best partition will be the one which minimises the term $K(h) + K(E|h)$ after the partition.

In what follows, we will introduce an approximation for $K(E|h)$ and then an approximation for $K(h)$.

4.1 Estimate for $K(E|h)$

Given a node $v$, a table $T_i$ is constructed for each different type $\tau_i$ of the set $OVNR_v$. The table contains an entry for each different term of type $\tau_i$ which appeared in the evidence. With $|T_i|$, we denote the number of elements in table $T_i$. Each term is denoted by $term_{i,j}$, with $j$ ranging from 1 to $|T_i|$. The information required for each entry in the table $Info(term_{i,j})$ is defined in the following way:

- for finite discrete types, $Info(term_{i,j}) = \log n$ with $n$ being the number of possible values of the type$^8$.
- for constructor-based types, $Info(term_{i,j})$ is defined as the cost in bits of selecting the appropriate constructors (from the possible set of constructors applicable at each moment) to describe the term. For instance, given the list of naturals $\{s(0), s(s(0)), 0\}$, the information of this term is $\log 2$ (for choosing between the empty list or the constructor $\cdot (\_ \_)$) + $\log 2$ (for choosing between 0 and $s(\_)$) + $\log 2$ (for choosing between 0 and $s(\_)$ again) + $\log 2$ (for choosing between the empty list or the constructor $\cdot (\_ \_)$) + $\ldots$.

In the end, 4 (the list has three elements) + 2 for the first natural, 4 for the second one and 1 for the last natural, i.e. 11 bits.

From here, we can define the information which is required to describe the table:

$$InfoTable(T_i) = T_i + \sum_{j=1}^{|T_i|} Info(term_{i,j})$$

Note that a table is constructed for each different type, not for each different non-real open variable ($OVNR$).

Next we have to give a definition for the information required to give values to all the open variables in order to describe an example. Given an example $e$ from $E_v$, we have to code the substitution for non-real variables (just referring to the position in its corresponding table) and the substitution for real (continuous) variables in a different way. Let us denote the argument $k$ of the lhs of example $e$ of real type as $RealValue_k(e)$, and let us denote the integer part of $r$ as $int(r)$ and the digits of the non-integer part of $r$ in binary representation as $rat(r)$.

We approximate the cost in bits for describing the real number as $InfoR(r) = 1 + \log int(r) + rat(r)$. The first bit is for the sign. For instance, the number 36.25, which can be represented as 10010.01 in binary notation has $InfoR = 1 + \log 36 + 2 = 8.17$ bits. Type ODI (e.g. integers) is made in a similar way (but only for the integer part). Another possibility would be the use of a constant value for real numbers described as floating-point format.

$^8$ All logarithms in this paper are binary logarithms.
<table>
<thead>
<tr>
<th>Split</th>
<th>Info</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. $X_i = a_1</td>
<td>...</td>
</tr>
<tr>
<td>2. $X_i = c_0</td>
<td>...</td>
</tr>
<tr>
<td>3. $X_i &lt; t \mid X_i \geq t$</td>
<td>$\log Ov_c + \text{Info}(t)$</td>
</tr>
<tr>
<td>4. $X_i \neq j$</td>
<td>$1^* + \log Ov_c + \log \text{Arity}(f)$</td>
</tr>
<tr>
<td>5. $X_i = \neq a$</td>
<td>$\log Ov_c + \log \text{Card} (\text{Type}(X_i))$</td>
</tr>
<tr>
<td>6. $u_1 = f(\ldots X_i \ldots)</td>
<td>\ldots</td>
</tr>
<tr>
<td>7. $X_i = f(Y_1, \ldots, Y_n)$</td>
<td>$\log Ov^T_{\text{Type}(f)} + \log \text{Arity}(f)$</td>
</tr>
<tr>
<td>8. $u_1 = g(\ldots X_i \ldots)</td>
<td>\ldots</td>
</tr>
<tr>
<td>9. $X_i = g(Y_1, \ldots, Y_n)$</td>
<td>$\log Ov^T_{\text{Type}(g)} + \log [\Sigma_B]$</td>
</tr>
</tbody>
</table>

Table 4. Information corresponding to splits allowed

From here, we can define the information which is required to code an example, given the node $\nu$ and using the tables, as:

$$\text{Info}(e|\nu) = \sum_{k \in OVR_{nu}} \log |T_i| + \sum_{k \in OVR_{nu}} (1 + \text{Info}(\text{RealValue}_k(e)))$$

Note that the first part is the same for all the examples.

And finally, we can define the cost of coding the whole set of examples that fall under $\nu$, i.e. $E_{\nu}$, as:

$$\text{Info}(E_{\nu}|\nu) = |E_{\nu}| + \sum_i \text{InfoTable}(T_i) + \sum_{e \in E_{\nu}} \text{Info}(e|\nu)$$

The first term codes the number of examples that will be described. An example is included in the appendices.

With this, we have an estimate for the second term of the definition of the MDL principle, $K(h) + K(E|h)$. In this way, $K(E|h) \approx \sum_{\nu \in \text{leaves}(h)} \text{Info}(E_{\nu}|\nu)$.

### 4.2 Estimate for $K(h)$

Table 4 includes the cost in bits of each partition at a node $\nu$, denoted by $\text{InfoP}(P, \nu)$. Note that unary partitions 4, 7 and 9 have an extra bit, denoted by $1^*$. From this table, given a partition $P$, its information can be obtained as:

$$\text{InfoPart}(P, \nu) = 10^* + \text{InfoP}(P, \nu)$$

The first term is used to select the partition from the 9 possible partitions (the tenth option corresponds to no split, i.e. a leaf). Note that leaves also have $\text{InfoPart}$, which is equal to $10^*$, because the node cannot be exploited further.

And $K(h)$ can be estimated as follows:

$$K(h) \approx \text{InfoHead}(h) + \sum_{\nu \in \text{nodes}(h)} \text{InfoPart}(\pi(\nu), \nu)$$
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where $InfoHead(h)$ captures the information which is required to code the profile of the function to be learned (which must include the arity and types of the function).

### 4.3 Information of the Tree

Finally, we have to introduce the information for the whole tree. Given a tree $T$ with root node $\nu$, the info of $T$ is defined as:

$$InfoTree(E, T) = InfoHead(T) + InfoN(E, \nu)$$

where $InfoN(E, \nu)$ is obtained recursively in the following way:

$$InfoN(E, \nu) = \begin{cases} 
Info(E, \nu) & \text{if } leaf(\nu) \\
InfoPart(\pi(\nu)) + \sum_{i=1, range(\nu)} InfoN(E, \text{child}_i(\nu)) & \text{otherwise} 
\end{cases}$$

Initially, the tree with just one node only has information about the function profile. Since this node is a leaf, $InfoTree(E, T) = InfoHead(T) + Info(E_0|\nu)$. When the tree is being constructed, any exploited node $\nu$ (which is still a leaf) has an approximate value for the information, given by $Info(E_0|\nu)$, independently of the possible partitions that there could be underneath. However, when this node is exploited, then the value is substituted by the sum of the information of the partition and the information required for the children subtrees.

Since the first approximations are useful when populating and pruning the tree, we will denote the $InfoN$ of a node up to depth $d$ by $InfoN_d(E, \nu)$. Obviously $InfoN_\infty(E, \nu) = InfoN(E, \nu)$ whereas $InfoN_0(E, \nu) = Info(E_0|\nu)$.

### 4.4 Constructing the Multi-Tree

Now we can establish the way in which one tree is constructed from the root $f(X_1, X_2, \ldots, X_{n-1}) = X_n$, which is an open node:

- NODE SELECTION CRITERION: From all the open nodes, we select the node with less $InfoN_0(E, \nu)$, i.e. with less $Info(E_0|\nu)$. This usually corresponds to nodes with less examples.
- SPLIT SELECTION CRITERION: The $InfoN_1(\nu)$ of the node $\nu$ is determined for every possible split. The split with less $InfoN_1$ is selected. Its children are new open nodes.
- STOPPING CRITERION: a node is closed when the class is consistent with all the examples that fall into that node (i.e. $E_\nu$). The generation of the tree stops when all nodes are closed.

In some cases, as any greedy method, an initial choice could result in a tree that is not optimal. Nonetheless, the contrary strategy, to explore all the possible splits, would not be feasible. However, a trade-off can be made. After a tree is finished, we will explore second-best splits in accordance with space-time resources. In other words, CDTL populates the tree up to a limit number of nodes or time. To do this, we have to establish a new criterion:
- **TREE SELECTION CRITERION:** Consider the set of possible splits at depth 1 of a node \( \nu \), where \( \sigma_1 \) is the best split and \( \sigma_k \) is the best split that has not yet been exploited. Let us denote the node with split \( \sigma_1 \) as \( n_1 \). Let us denote the node with split \( \sigma_k \) as \( n_k \). We define the ‘rival ratio’ \( \rho(\nu) = \frac{\text{Inf}_{\text{fo}} N_1(\nu_1)}{\text{Inf}_{\text{fo}} N_1(\nu_k)} \). Once a tree has been completely constructed, the next tree can be explored, beginning with the split with the greatest rival ratio. This next tree has to be fully completed before selecting another tree.

The result of this process is a **multi-tree** rather than a tree. Note that the use of information approximations at depth 1 prevents the overexploitation of splits at the bottom of the tree, where the information is usually reduced when good selections have been made. This generates a wider variety of trees than would be generated if the real value (depth \( \infty \)) were used instead.

The use of a multi-tree which is populated in a short-to-long way has some advantages:

- Each set of leaves of a solution is a program that covers the evidence.
- The memory resources and time invested can be better adjusted.
- The procedure generates several solutions. The MDL principle \( (K(h) + K(E/h)) \) or Occam’s Razor \( K(h) \) can be applied to select the best solution.

Moreover, these hypotheses could be combined to give more precise predictions. According to the MAP hypothesis, we can use the previous estimates for the three a priori probabilities in the Bayes theorem:

\[
P(E|h) = 2^{-K(E|h)} \approx 2^{-\sum_{\sigma \in \text{root}(h)} \text{Inf}_{\text{fo}}(E,\sigma)}
\]

\[
P(h) = 2^{-K(h)} \approx 2^{-[\text{Inf}_{\text{fo}} \text{Head}(h)] + \sum_{\sigma \in \text{root}(h)} \text{Inf}_{\text{fo}} \text{Part}([\pi[h]],\sigma)} = 2^{-\text{Inf}_{\text{foTree}}[\emptyset|h]}
\]

\[
P(E) = P(E|h_0) = 2^{-K(E|h_{\emptyset})} \approx 2^{-\text{Inf}_{\text{foTree}}(E|h_{\emptyset})}
\]

where \( h_0 \) represents the empty hypothesis (in our case, the tree with one node, the function profile). This gives an approximation for the a posteriori probability. The use of \( P(h|E) \) allows for the combination of the different hypotheses provided by a multi-tree to give more accurate predictions (e.g. through weighted majority) and to give estimates for the reliability of a prediction.

### 5 Coding Exceptions of Unary Partitions

As stated, some partitions (4, 7 and 9) have only one child. The reason is that the complementary sibling node could not be evaluated under the usual semantics of functional logic programs. With only one child, we prevent the generation of inappropriate programs.

However, the existence of just one child of a node \( \nu \) (which carries along with it an extra condition) can involve the fact that some examples are left uncovered (denoted by \( E_{u,v} \)), and the tree would not describe the entire evidence. These cases should not be avoided, because some unary partitions can be good for
describing most of the evidence. Moreover, case 7, which is evaluated w.r.t. the evidence, could, in principle, leave uncovered examples, but when the base rules of the programs are discovered, these uncovered examples could fall into these nodes. The idea is to code these exceptions. To do this, partitions 4, 7 and 9 have an extra bit. If this bit is set to one, then the uncovered examples of the partition $E_{u,v}$ will be coded by using the parent node $\nu$ and its conditions by the previous equation, i.e.

$$
Info(E_{u,v}|\nu) = |E_{u,v}| + \sum_i InfoTable(T_i) + \sum_{e \in E_{u,v}} Info(e|\nu)
$$

Background knowledge is evaluated intensionally. Recursive calls to the function which is being learned are treated both extensionally and intensionally. Extensional evaluation uses the entire evidence (such as FOIL); the $Info$ is obtained by using the substitutions for the example which minimises the information. For the intensional evaluation the closed nodes can already be used (in a similar way as FOIDL [12]). The node selection criterion favours the appearance of base cases first. Note that this evaluation is limited and can leave some examples uncovered. Nonetheless, when the tree is completed, some uncovered examples could be recovered. The web page \url{http://www.dsic.upv.es/~flip} contains examples of the learning process of simple problems by the CDTL mechanism.

6 Conclusions

In this paper, we have presented a new splitting criterion, a node-selection criterion, and a tree-selection criterion, all of which are based on the MDL principle. These criteria allow us to deal with partitions with constructor-based types.

The MDL-guided search has three important advantages. First, MDL sorts out the search space providing an optimal use of computational resources. Secondly, it gives an estimate for $P(E|h)$, which allows for a weighted combination of the different hypotheses obtained from the multi-tree. Last, the annotated $Info$s can be used directly to prune the trees for noisy evidence.

As future work, the expressiveness of the approach could be extended by allowing real numbers in the class, i.e. the result of the function. To do this, the cost should be modified in order to code the description of the error in such a way that the cost would increase for growing quadratic error.
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